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Will AI take over the world?



Lets play a game. Each of these statements I will read were either said in the 
1950s, 1980s or 2020s. I’ll read you a statement, you tell me when it was said. 



1957: there are now [...] machines that think, that learn and create. [...] their ability to do 
these things is going to increase rapidly until [...] the range of problems they can handle 
will be coextensive with the range to which the human mind has been applied.

-Herbert Simon

2024: There is no question that AI will eventually reach and surpass human intelligence 
in all domains. 

-Yann LeCun 

1958:  The Perceptron will result in machines that “will be able to walk, talk, see, write, 
reproduce itself and be conscious of its existence.” 

-New York Times

1984:  AI: It’s Here [...] Its now possible to program human knowledge and experience 
into a computer … Artificial intelligence has finally come of age.

–Business Week 



What is AI? 
Well, these examples are meant to show you that we have been having exactly the same 
conversation for almost a hundred years. 

I have a PhD from the Stanford Artificial Intelligence Lab, and I can’t really tell you what AI is. 
That is because AI is a marketing term whose meaning changes when there are what 
we call AI summers, epochs where every other news headline seems to be about AI and 
there is ample funding for the field, and AI winters which come from the disappointment by 
undelivered overpromises during the AI summers. 

We are currently in perhaps the longest and most intense AI summer, where just the mere 
mention of “AI” gets startups 15%-50% more funds in investments. Given that you are almost 
guaranteed to get more money by purely claiming to do so-called “AI,” some companies 
even hired workers to pretend to be chatbots while claiming that their products are “AI 
powered,” so that they can raise more venture capital funding. There was one recent incident 
where the CEO was sentenced to 40 years for doing that. 

https://www.forbes.com/sites/parmyolson/2019/03/04/nearly-half-of-all-ai-startups-are-cashing-in-on-hype/?sh=7538b814d022
https://journals.sagepub.com/doi/pdf/10.1177/2053951720919776
https://www.justice.gov/usao-sdny/pr/tech-ceo-charged-artificial-intelligence-investment-fraud-scheme




Because AI is a marketing term, people use it to mean any number of things. So the first 
thing I want to explain to you is that whenever someone comes to you and tells you that if 
you sprinkle some AI magic the world’s problems are going to go away, ask them what 
exactly they mean by AI. 

In the 1950s, precursors to today’s neural networks were synonymous with AI. How many 
of you have heard of “neural networks”?

But then these systems fell out of favor when they didn’t deliver on the hype, so they were no 
longer called “AI.”

In the 1980s what are called “expert systems” were synonymous with AI while the people 
called “the godfathers of AI” today were complaining that no one cared about the stuff they 
were working on. You might have heard the term “machine learning” which today is 
interchangeably used with the term AI. Back in the 80s no one called “machine learning” 
AI. 



My specialty is called computer vision. Unfortunately, computer vision happens to be the 
field fueling the worst forms of surveillance around the world, from warfare to over policing. 
I’ll get to that later. But I never called myself an “AI researcher” because I was in the field 
during the AI winter. What happens after the AI summers is that the hype doesn’t deliver and 
the term AI becomes associated with grandiose undelivered promises. So then all the people 
working in the various subsets of the field make sure that they dissociate themselves from 
“AI.” We say no no no I’m not like those AI people who make ridiculous claims and don’t 
deliver. I work in “machine learning.” No I’m not AI. I work in computer vision. Don’t bucket 
me with THOSE people!! But then when the AI summer comes and we see the funding and 
we’re like yes yes I certainly AM an AI researcher. No I’m not a statistician. I do AI. No I’m not 
just a computer vision person (that’s me). I do Artificial Intelligence!



Today, what is synonymous with AI is a whole jumble of things that can be very different from each 
other. But when the press says “AI” it usually is so-called generative AI, powered by what are 
called large language models. Large language models are the heart of systems like ChatGPT 
that have made AI a household topic. 

In 2020, I was fired from Google for writing about the dangers of large language models.



Reality 



Input: “He, the boy, was going to, I’m not sure exactly, take the 
umbrella” 

Transcription:“He took a big piece of a cross, a teeny, small piece.... 
I’m sure he didn’t have a terror knife so he killed a number of people.” 

Open AI’s Whisper Model 
Hallucination



=



My PhD thesis in the press





Average MPGCarbon Footprint

least green most green

highest MPG:
Burlington, VT

Gebru et al. AAAI 2017



Results

$7K

$111K

Actual Predicted

Tampa, Florida Gebru et al. PNAS 2017



Results
Actual Predicted

Republican
Democrat

Birmingham, Alabama
Gebru et al. PNAS 2017



Results (%Black)

100%

0%

Seattle, Washington

Actual Predicted

Gebru et al. PNAS 2017



Reading “AI predicts how you vote by looking at where you live,” do 
you think that the machines might one day take over?



Reality.



A source of data: Google Street View

2008 Toyota Prius

2008
Toyota (Japanese)
Hatchback
$9,542
45 MPG (highway)
48 MPG (city)
Hybrid



Grouping Classes Together

2,657 classes since 1990





We got terrible reviews on AMT

“apparently the virtually indistinguishable cars are super 
distinguishable to them”

“I paid very close attention to the pictures and let the 
requester know that I feel these rejects were unfair. Will 
update when I get communication back.”



Take a look at the repositories at 
https://data-workers.org/. 

E.g., watch Yasser’s 8 minute video on 
the life of a Syrian data workers. 

https://data-workers.org/
http://data-workers.org/yasser/


https://www.noemamag.com/the-exploited-labor-behind-artificial-intelligence/

https://www.noemamag.com/the-exploited-labor-behind-artificial-intelligence/


Billy Perrigio 
TIME Magazine
https://time.com/6247678/openai-chatgpt-ke
nya-workers/

https://time.com/6247678/openai-chatgpt-kenya-workers/
https://time.com/6247678/openai-chatgpt-kenya-workers/


Knowing the reality, do you think the machines will take over?



Who benefits from the narrative that AI will one day take over and 
that we are close to that time?



Massive scale data and intellectual 
property theft & worker exploitation 
make AI look like it might take over.



Empire of AI: Dreams and 
Nightmares in Sam 
Altman’s OpenAI

Book 
Recommendation
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How to navigate a career in CS without losing your job to AI.



Know the fundamentals, whatever you do. Don’t skip over the 
foundational things you need to learn, and don’t try to take shortcuts. 

If OpenAI is telling you that you don’t have to learn anything and that you 
can just use ChatGPT, what do you think they’re telling your prospective 
employers?



https://nymag.com/int
elligencer/article/open
ai-chatgpt-ai-cheating-
education-college-stu
dents-school.html 

https://nymag.com/intelligencer/article/openai-chatgpt-ai-cheating-education-college-students-school.html
https://nymag.com/intelligencer/article/openai-chatgpt-ai-cheating-education-college-students-school.html
https://nymag.com/intelligencer/article/openai-chatgpt-ai-cheating-education-college-students-school.html
https://nymag.com/intelligencer/article/openai-chatgpt-ai-cheating-education-college-students-school.html
https://nymag.com/intelligencer/article/openai-chatgpt-ai-cheating-education-college-students-school.html


https://www.reddit.com/r/programming/comments/1feb9qd/why_copilot_is_making_programmers_worse_at/

https://www.reddit.com/r/programming/comments/1feb9qd/why_copilot_is_making_programmers_worse_at/


Regardless of whatever you do, writing is an invaluable skill. That is 
what I spend most of my time doing right now. It’s not about putting 
words on paper, it's about critical thinking, structure, understanding 
how to extract the big picture, etc.



Anything you spend time to learn without shortcuts is making you 
more and more irreplaceable. Anything you try to take a shortcut to 
is making you more replaceable. Hone your critical thinking skills, 
don’t outsource them.
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Implications of the lack of AI regulation



A Case Study of Some of My Works



All of a sudden, I realized that it was bankers and insurance 
professionals who were most interested in my work. 





What are the incentives of 
-Insurance companies?
-Banks?
-Graduate Students like me?
-Advisors like my PhD advisor?
-Stanford as university?



If I’m uncomfortable with my research direction as a grad student, 
what actions could I take? What can I do to try and change my 
field?



I founded Black in AI. 
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Face Recognition.



TYPE I TYPE II TYPE III TYPE IV TYPE V TYPE VI

1.7% 1.1% 3.3% 0% 23.2% 25.0%

11.9% 9.7% 8.2% 13.9% 32.4% 46.5%

5.1% 7.4% 8.2% 8.3% 33.3% 46.8%

 Error Rate(1-PPV) By Female x Skin Type

Buolamwini & Gebru FAT* 2018, Slides from Joy Buolamwini

https://proceedings.mlr.press/v81/buolamwini18a.html?mod=article_inline&ref=akusion-ci-shi-dai-bizinesumedeia


Couldn’t publish findings in mainstream conferences in my field. 
So co-founded a conference called Fairness Accountability and 
Transparency in Sociotechnical systems. Published there. 

–Paper becomes resource for those fighting back.





I was working at Microsoft at the time, and I audited Microsoft, 
published my findings. I didn’t get fired. Why?



But, is “unbiased” face recognition system what we want?







© 2016 Center on Privacy & Technology at Georgetown Law 

US ADULTS INDEXED

130 MILLION
117 MILLION
One in two American adults is 

in a law enforcement face 
recognition network used in 

unregulated searches 
employing algorithms with 

unaudited accuracy.

 The Perpetual Line Up

(Garvie , Bedoya, Frankle  2016)







KEY LESSONS

Amazon tried to discredit our research. I wanted to support my 
collaborators, but now I was at Google. If I publicly said 
something about Amazon, I was going to get in trouble. 



KEY LESSONS

Any ideas on what I could do?



KEY LESSONS

1. We wrote an anonymous letter doing a point by point technical take down.
2. We  circulated for signatures among many academics. 
3. We couldn’t be the public facing people behind the letter, so we asked a 

number of people who could make headlines to speak to the press. 



KEY LESSONS



KEY LESSONS

Unregulated AI is terrible, but also, regulation can be used to oppress people. 
So we can’t just “follow the rules.”





https://theintercept.co
m/2017/08/07/these-a
re-the-technology-firm
s-lining-up-to-build-tru
mps-extreme-vetting-
program/

https://theintercept.com/2017/08/07/these-are-the-technology-firms-lining-up-to-build-trumps-extreme-vetting-program/
https://theintercept.com/2017/08/07/these-are-the-technology-firms-lining-up-to-build-trumps-extreme-vetting-program/
https://theintercept.com/2017/08/07/these-are-the-technology-firms-lining-up-to-build-trumps-extreme-vetting-program/
https://theintercept.com/2017/08/07/these-are-the-technology-firms-lining-up-to-build-trumps-extreme-vetting-program/
https://theintercept.com/2017/08/07/these-are-the-technology-firms-lining-up-to-build-trumps-extreme-vetting-program/
https://theintercept.com/2017/08/07/these-are-the-technology-firms-lining-up-to-build-trumps-extreme-vetting-program/


KEY LESSONS

I signed a letter against the extreme vetting initiative. But now that 
means I can be a targeted by the government.

Who do you think developed face recognition? Under what incentive 
structures?



KEY LESSONS

In 2020, I’m at Google. BLM protests are going on, I see things 
like this….



KEY LESSONS



KEY LESSONS

I don’t want Google to go all in on LLMs. What can I do to stop them? 



KEY LESSONS
What are the incentives of 

-Google VP of research
-Google CEO, board
-My team
-Google coworkers.
-Journalists
-Indigenous people losing lands to datacenters.
-US Legislators
-Academics in CS
-Academics in other disciplines.
-Other stakeholders?



KEY LESSONS

I wrote an academic paper. They told me to retract it. I said not without 
transparency as to why. I got fired. What if I had to feed a family? How 
would my calculations possibly have changed?



KEY LESSONS



KEY LESSONS

They tried to ruin my reputation but they didn’t succeed. Why?



KEY LESSONS

I decided to create my own institute that doesn’t abide by the incentive 
structures of academia or industry. 



https://www.theguardian.com/co
mmentisfree/2021/dec/06/google-
silicon-valley-ai-timnit-gebru 

KEY LESSONS

https://www.theguardian.com/commentisfree/2021/dec/06/google-silicon-valley-ai-timnit-gebru
https://www.theguardian.com/commentisfree/2021/dec/06/google-silicon-valley-ai-timnit-gebru
https://www.theguardian.com/commentisfree/2021/dec/06/google-silicon-valley-ai-timnit-gebru


KEY LESSONS

But is my research truly independent? What are my institute’s incentive 
structures? Who holds power over us?
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Science is inherently political. So is technology. 
Question the power structure, funding and 
interests involved.
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There is no perfect place to work. To ensure you 
don’t do harm or at least minimize it:

1. Question the incentive structure of anyone you 
get information for, especially people in power. 
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2. Get your information from those most 
negatively impacted by the tech, not from those 
who are most likely to benefit.
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3. Build a network of mutual support for collective 
organizing. 

  


